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Types of  T test : (Students t test

• Two sample t-test (independent sample t test)

• Paired T test (dependent sample t-test

• One sample T test



3

Inferential Statistics

◼ Two ways to generalize from 

samples to populations

❑ Estimation of parameters 

(Confidence Interval, CI)

❑ Hypothesis testing (Test of 

significance, p value)

◼ Purpose

❑ Make decisions about 

population characteristics

Sample

Population



Two sample t-test (independent sample t test)

• Hypothesis testing (Tests of statistical significance)
• Difference in mean 

• Variables:
✓Continues variable   
✓Grouping variable 

• A significance test uses data from a sample to show the likelihood that a
hypothesis about a population is true



eg

• T test answers Questions like: 

• Is there difference in mean cholesterol level between smokers and non smokers? 

✓Test variable: cholesterol level (continuous variable)

✓Groups : smokers , non-smokers (categorical)

• Hypothesis: there is difference in cholesterol level between the two groups

 (µ 1≠ µ 2

• Null hypothesis : there is no difference in cholesterol level between the two 
groups (µ1 = µ 2)



eg

• Is there difference in mean hemoglobin level between urban and rural 
children? 

• Test variable: hemoglobin level   continuous 

• Groups : urban and rural children  categorical 

• Hypothesis: there is difference in hemoglobin level between the two groups

 (µ 1≠ µ 2

• Null hypothesis : there is no difference in hemoglobin level between the two groups (µ1 
= µ 2)



Eg 

• does a new treatment reduce blood pressure more than an existing 
treatment?

•  The null hypothesis: mean blood pressure is the same in the

two treatment groups (no difference)

• The alternative hypothesis is that mean blood pressure is different in 
the two treatment groups (there is difference)



Statistical test :

• Statistical test : 

is there a real difference or the difference is due to chance ?? 

• Statistical test 

we can decide to reject or accept the null hypothesis → decide to 
accept or reject the hypothesis 

• P value < 0.05 → reject the null → accept the hypothesis 

• P value > 0.05 → accept the null → reject the hypothesis 



• P value < 0.05 → reject the null → accept the hypothesis → 

There is statistically significant difference 

• P value ≥0.05 → accept the null → reject the hypothesis → 

• There is no statistically significant difference 

• P value is the probability that the null hypothesis is true

• P value indicate wether the difference is a reall difference or due to chance 



Steps in doing a statistical test

• 1. Specify the hypothesis of interest as a null and alternative 
hypothesis.

• 2.Collect data and enter data to software (eg. SPSS)

• 2. Decide what statistical test is appropriate.

• 3. Use the test to calculate the P value.

• 4. accept/reject the null → accept/reject the hypothesis

• Write conclusion  



Two sample t-test (independent sample t test)

• Compare mean between two independent groups

• eg:

• Compare mean SBP between two independent groups (males and 
females)

• Hypothesis: there is difference in SBP between the two groups

 (µ 1≠ µ 2

• Null hypothesis : there is no difference in SBP between the two groups (µ1 = µ 2)



Assumptions

• Dependent variable is continuous 

• Two groups are independent 

• Normal distribution of SBP

•  Homogeneity of variance (variances are equal)



Assumptions: normality
• The dependent variable must be continuous and normally distributed 

Should be > 0.05 
If p value > 0.05→ normally distributed
If p value <0.05→not  normally distributed 



•
Assumptions. 

Homogeneity of variance (The population variances are equal). The Levene’s Test for 
equality of variances

• The Levene’s Test for equality of variances ;

• The Null hypothesis is: Equal Variances assumed (no differences between 
variances) 

• the hypothesis is :  there is difference between variance ( variances are not 
equal)



•Assumptions. 
Homogeneity of variance (The population variances are equal). The Levene’s Test for 
equality of variances

• We want p value to be not significant 

• If p value not sig. (>0.05) → variances are equal (variances are homogenous)

• If p is sig. (<0.05) → variances are not equal

• The Sig value (given in the 3rd column) shows that the p<0.05→  variances are 
not equal → assumption is violated



• If the p value in the third column is significant → there is differences 
in variance → the assumption is violated 

• So we should go the other option → our p value will be in the last row



Example 

• Depression score was measured in males (n=17) and females (n=29). 

• Is there difference in mean depression score between males and 
females? 

• Hypothesis:  there is difference

• Null: there is no difference  

• We will conduct independent t test: 



Normality 

Tests of Normality

Kolmogorov-Smirnova Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

depression .106 46 .291* .958 46 .095

*. This is a lower bound of the true significance.

a. Lilliefors Significance Correction

P value > 0.05→ depression score is normally distributed 



Depression score among males and females 

Independent Samples Test

Levene's Test for Equality 

of Variances t-test for Equality of Means

F Sig. t df

Sig. (2-

tailed)

Mean 

Difference

Std. Error 

Difference

95% Confidence Interval 

of the Difference

Lower Upper

depression Equal variances 

assumed
2.933 .094 -2.052 44 .046 -1.14620 .55855 -2.27189 -.02051

Equal variances not 

assumed
-1.944 31.037 .061 -1.14620 .58963 -2.34869 .05630

Levene's Test for Equality of Variances Equal variances  were assumed (p=0.094)



Depression score among males and females 

Group Statistics

gender N Mean
Std. 

Deviation
Std. Error 

Mean

depression 
male 19 4.6316 2.19116 .50269

female 27 5.7778 1.60128 .30817



Is there difference in mean depression score 
between males and females 

Independent Samples Test

Levene's Test for Equality 

of Variances t-test for Equality of Means

F Sig. t df

Sig. (2-
tailed)

Mean 

Difference

Std. Error 

Difference

95% Confidence Interval 

of the Difference

Lower Upper

depression Equal variances 
assumed

2.933 .094 -2.052 44 .046 -1.14620 .55855 -2.27189 -.02051

Equal variances 
not assumed

-1.944 31.037 .061 -1.14620 .58963 -2.34869 .05630

Group Statistics

gender N Mean
Std. 

Deviation
Std. Error 

Mean

depressi
on 

male 19 4.6316 2.19116 .50269

female 27 5.7778 1.60128 .30817

) p value = 0.046



Conclusion

• P value is significant (p=0.046)→ reject the null hypothesis → accept 
the hypothesis 

• There is a statistically significant difference in mean depression score 
between males (4.6±2.19) and females (5.77±1.6), (p=0.046)

•  the mean difference is -1.136 with a 95%CI -2.27 , -.020

•  



• What about the 95%CI of the difference? 

• Mean difference is -1.146 with a 95%CI -2.27 , -0.020 (not include zero)

Independent Samples Test

Levene's Test for Equality of 

Variances t-test for Equality of Means

F Sig. t df

Sig. (2-
tailed)

Mean 

Difference

Std. Error 

Difference

95% Confidence Interval 

of the Difference

Lower Upper

depression Equal variances 
assumed

2.933 .094 -2.052 44 .046 -1.14620 .55855 -2.27189 -.02051

Equal variances not 
assumed

-1.944 31.037 .061 -1.14620 .58963 -2.34869 .05630



Table 

Association between socio-demographic factors and depression 

Depression  
Mean SD P value 

Gender 
Male 4.63 2.19
Female 5.77 1.6 0.046



• What does degree of freedom (df)  tell us 

• df = sample size – 2 ( number of groups) 

• df= (n1 + n2) − 2   or : (n1-1) + (n2-1)

• If df = 44 → sample size = 46

Independent Samples Test

Levene's Test for 

Equality of Variances t-test for Equality of Means

F Sig. t df

Sig. (2-

tailed)

Mean 

Difference

Std. Error 

Difference

95% Confidence Interval 

of the Difference

Lower Upper

depression Equal variances 

assumed
2.933 .094 -2.052 44 .046 -1.14620 .55855 -2.27189 -.02051

Equal variances not 

assumed
-1.944 31.037 .061 -1.14620 .58963 -2.34869 .05630



• What is t statistic : 

• It is the statistic of t test and it is used with degree of freedom to 
compute p value 

Independent Samples Test

Levene's Test for Equality 

of Variances t-test for Equality of Means

F Sig. t df

Sig. (2-

tailed)

Mean 

Difference

Std. Error 

Difference

95% Confidence Interval 

of the Difference

Lower Upper

depression Equal variances 

assumed
2.933 .094 -2.052 44 .046 -1.14620 .55855 -2.27189 -.02051

Equal variances not 

assumed
-1.944 31.037 .061 -1.14620 .58963 -2.34869 .05630





•Paired T test



Paired T test

• It analyses mean difference in a paired sample

• Used to compare mean before and  after :

• for example In a group of patients,  SBP was measured today and then 
after three weeks 

• There is one sample (one group) and two means (before and after)



• Hypothesis 

• The mean change is not equal zero (there is change) (there is 
difference)  (mean before ≠ mean after)

• Null hypothesis The mean change or difference is zero (there is no 
difference)  (there is no change) (mean before = mean after)



Assumption for the Paired T test:

• Assumption for the Paired T test:

• Groups are dependent 

• The data are continuous and normally distributed

• The differences between the before & after is normally distributed

• Equal variances  



• Eg weight before intervention and three months after intervention 
among 218 women 



• Eg weight before intervention and three months after intervention 
among 218 women 

Paired Samples Statistics

Mean N Std. Deviation
Std. Error 

Mean

Pair 1 weight before 54.789 218 10.9890 .7443

Weight after 50.71 218 9.606 .651

Paired Samples Test

Paired Differences

t df

Sig. (2-

tailed)Mean

Std. 

Deviation

Std. Error 

Mean

95% Confidence 

Interval of the 

Difference

Lower Upper

Pair 

1

weight before - 

Weight after
4.0803 6.5706 .4450 3.2032 4.9574 9.169 217 .000



• P value = 0.000 (p <0.001) → significant → reject the null → accept the 
hypothesis

• There a statistically significant difference in weight before and after the 
intervention with a mean difference = 4.08 and 95%CI = 3.20 to 4.95

• df=217 = (n-1)

Paired Samples Test

Paired Differences

t df

Sig. (2-

tailed)Mean

Std. 

Deviation

Std. Error 

Mean

95% Confidence 

Interval of the 

Difference

Lower Upper

Pair 

1

weight before - 

Weight after
4.0803 6.5706 .4450 3.2032 4.9574 9.169 217 .000



• Before conducting the test check the normality of the differences



Test statistic 



1 sample T test

• to compare mean of a group with a reference mean ( may be the 
population mean)

• You have data for one group only 

• Assumption : Data are normally distributed.



• It answers questions like : 

• Is the hemoglobin level of children in a refugee camp is different from 
that of the children general population  (the reference normal value)

• Is weight of babies in a conflict area is different from the reference 
weight of the population (babies)

• Is diastolic BP of health care workers is different from t that of the 
general population 



• We have one sample → obtain mean 

• We have the reference value (mean) of the population (from text 
books, previous research, governmental data, etc)

• Compare the two means 



• Eg compare if the weight of a 66 female students is different from the 
mean of the population which is 50 kg? 

• Data was collected from the 280 female students

• Hypothesis: there is difference  (µ≠ 50) 

• Null: they are equal (µ= 50)



• Eg compare if the weight of a 66 female students is different from the 
mean of the population which is 50 kg



• Mean population = 50
• Mean sample= 51.03

• P value =0.335→ no significant difference → NO difference 

• Mean difference= 1.03 (95%CI -1.179 , 3.239). 

• 95% CI of the difference include ZERO → not SIG → NO difference

• Accept the null →Mean of the group = population mean 



• Test statistic 



P values

• What is a P value?

•  A P value is a probability, and therefore lies between 0 and 1

• It comes from a statistical test that is testing a particular null hypothesis

•  It expresses the weight of evidence in favor of or against the stated null 
hypothesis

• Precise definition: P value is the probability, given that the null hypothesis is 
true,  0.05 or 5% is commonly used as a cut- off, such that if the observed P is 
less than this (P <0.05) we consider that there is good evidence that the null 
hypothesis is not true. This is directly related to the type 1 error

• P <0.05 is  described as statistically significant and P ≥0.05 is described as not 
statistically significant



P values

• Large samples are more likely to show a significant difference (small p 
value)

• it is possible for data to show a statistically significant result when the 
size of the effect is too small to be clinically important

•Statistical significance does not mean  
clinical significance 



Test statistic and rejection region and non 
rejection region



Test statistic and rejection region and non 
rejection region
• The figure below shows a t-distribution with 30 degrees of freedom 

and alpha = 0.05

• Non rejection region 

• Rejection region



• For example the computed 

t test was 2.443 and the

 df =20

•   the critical value

 from the table =2.086

If the computed > critical →

Reject the null (p is sig)

In this case our computed t is >

Than the critical → p <0.05



• For example the computed 

• t statistic was 1.433 and the

•  df =16

•   the critical value

•  from the table =2.120

• If the computed > critical →

Reject the null (p is sig)

• In this case our computed t is<

than the critical →p >0.05 (not sig.)
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